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ABSTRACT

We describe research cn problems of using knowledge to make available information
useful, which we call "assimilation" problems. The resulting theory contributes to
psychology as a model of human short terrn memory, and to information science as an
effective collection of new general methods. The vehicle for study is a computer
program, cailed the Slate system, which manipulates knowledge and experience

represented as labeled directed graphs.

We seek to understand how people isolate, identify and remember complex objects,
given information which is noisy, loosely structured, incomplete and which may represent
several objects rather than cne. People somehow organize information into m:aningful
units and hold organized information for immediate use in a way that degends on its
organization. The Siate system represents a particular seiection from an infinity of
possible models for such activities. It embodies a memory management method, a notion
of a meaningful unit of information, and processes which relate synthetic knowledge to

synthetic experience.

We compare the system’s performance against human performance on a broad range
of experimental tasks, s¢ that there is a genuine issue of whether its methods wiil work
at all. The tasks include a synthetic noisy speech task in which response to syntactic
and semantic structure is sought, a digit-encoding ordered recall task and a free recall
chunking task. Both the qualitative features of the range of human performance and the

detailed memory capacity behavior are studied.
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Represeniing those psychological experiments does not stretch the system to its
limits. Another group of tasks having signiiicant non-sequential structure is used to
increase the diversity of assimilation problems studied. Discovering control structure
corstructs in compiled instruction streams, completing partial control structure
descriptions, and interpreting the connectivity of the Necker cube are performed by the
same system. These tasks are used to investigate the power of its graph-processing
methods. A singie constructive partial match method is used in performing all of the

tasks.
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GENERAL INTRODUCTION

CHAPTER 1-|

The overall concern which forms the context for this research is a desire to create a
comprehensive theorv of intelligence. We would like to know how intelligent systems
may and may not be organized, how existing intelligences manage to behave intelligently,
how to charecterize tasks which such intelligences might perform, how nne intelligent
system may imitate another, and so forth. Such a theory would (as a subpart) explain
how humans think, the nature of meaning in language and a host oi other currently
obscure questions. At present, there is no such comprehensive theory, nor is there an
approach (including mine) which seems about to yield such a theory. There are not

even component theories to cover some of the major parts of the domain.

TASK

In this thesis we focus on a small but vital portion of the activity of intelligent
systems, dealing with knowledge about the world in which the system is embedded.
This world consists of a diversity of phenomena which are not under the control of the
system. The system's access to information about the phenomena is limited in a variety
of ways. Such factors as the physical limitations of sensors, the unavailability of the

past, its limitation to particuler locations and times and the presence of noise are

unavoidable to the system.




A significant part of the intelligence of humans and some other systems lies in their
collections of goals and methods which 123y be applied in order to pursue goals. We
can ohiserve that the particular limitations of access to the world at any moment are
largely irrelevant to the methods and goals of the moment. So, for example, an
experimental subject solving 3 cryptarithmetic problem must cope with gaps in written
letters on the blackbosrd and with sireet noises which obliterate parts of the

experimenter’s comments, but the particular gaps ard noise have little to do with the

progress of his solution.

We use the term "assimilation” to denote the act of converting available information
on phenomena outside of a system into a form directly useable by problem solving
methods of the system. Figure 1.1 shows the relationships of information access

between a world, a problem solver, access paths and an assimilator.
Some of the features of assimilation that make it a challenging problem are:

1. Incomnleteness - Only partial information is available about the
phenomena, and there is a large amount of variability in the ways in
which the information may be inzompleta.

2. Compositeness - Information about mu'tiple phenomen may be
available only in mixed form.

3. Distributedness - Information about a single phencmenon may be
distributed rather than available in a single region of the available
information, so that identification of the parts and joining them into
wholes is difficult.

4. Bulkiness - Available information may be voluminous relative to
the amount of information needed to characterize the phenomena.
The bulk may arise both from redundancy of relevant information and

from the presence of information irrelevant to the methods of the
problem solver.
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Access Paths

L Assimilator

Problem Solver

Figure 1.1- Assimilating Phenomena for a Problem Solver

5. Uniqueness - The particular ensemble of available information may

always be unique in the experience of the system, thereby limiting the !
methods useful for assimilating it,

6. Abstractness - The facts of interest to the problem solver may be
expressible only by multiple steps of abstraction from the available
information, being effectively in a different language.

7. Complexity of Judgment - There are many kinds of evidence that
may bear on the acceptability of a characterization of available




information.  The possibility of making good characterizations may
depend 5n being able to respond to a diversity of kinds of evidence in
a2 way which tends to select highly evidenced characterizations.

Information processes which assimilate given information are of direct interest for a
theary of general inteligence. We would like to have explicit means for performing
rany tasks which seem so trivially easy to people and yet which elude the methods
which we understand. Creating methods which can respond to the kinds of information
to which people respond turns out to be difficult. One difficulty is that representing the
problem to ve solved often seems to provide the answer as well as the questicn. The
sefection a~d assimilation of the relevant data make the remaining steps of ~roblem
solving seem quite obvious. The processes which perform the problem preparation
need to be inciuded in order to capture the entire intellectual act. For example, in the
well-known "monkey and bananas” problem, which has been used as a task for a variety
of problem solvers, the room is typically represented to the solver as three "locations,”
one where the monkey is, one where the box is, and one under the bananas. The walls,
the door, the details of the box are not represented because they are irrelevant in the
particular problem. If the monkey were physical rather than symbolic, the perception of
the box as an object separable from the floor would be part of the problem. It is not

included because the assimilation has been performed by the experimenter.

The task of an assimilator is to present to the problem solver a highly plausible
characterization of the information which it receivis. The characterization should be in
a language or form useable by the problem solver, protecting the problem solver from

the bulk and incompleteness of the received information. Since we are seeking a theory




of intelligence we are particularly interasted in symbolic activity, the discrete actions

and symbol processing actions rather than continuous actions &énd motor actions.

SCOPE OF STUDY

This study of assimilation seeks broadly applicable, general solutions to assimilation
problems. They are studied with relatively little coupling to important parts of their
context, namely specific sources of information, specific goals and tasks for the
intelligent system, and specific methods which must utilize assimilated information. The
sources of information used are all rather synthetic, and the applications of the rasulting
information all rather primitive. Both the generality of scope and the related separation
from process context contrast with much of the related work in both psychology and
computer science. So we should examine the choice. What kinds of results end

benefits depend directly on choosing such a general scope?

Tne potential benefits are of two kinds. The broad approach yields knowledge of
the nature of assimilation tasks. We really hava very littie information on whether the
differences in assimilation tasks are superficial or not, on how they differ, on how to
characterize particular tasks. This thesis provides evidence that the similarities
between assimilation tasks are substantial, that broadly applicable methods exist and
that development of those methods yields immediate benefits for the spectrum of
assimiletion problems rether than being restricted to particular sensory modalities or

problem solvers.




Another benefit is that the practical range of accomplishments of computational

methces may be expanded.

We need to look for the evicance that methods developed in such circumstances are
likely to be useful. Why cdo we suppose that when our methods are required to delivar
information to particular problem solvers, pursuing particular non-trivial goals, ttat such
meihods will remain relevant and effective? Surely there will be remaining unsolved
problems, some cof which can be glimpsed in this thesis. Surely there are ineffective
combinations ¢f assimilator, problem solver and task. We need evidence that

assimilation can be effective when the eventual uses of the information are unknown.

The feasibility of assimilating information in a manner indeperdent of its particular
use 1s easily established. Peop'e often encounter information long before taking up a
goal for which it is relevant. What they see and hear is independently characterized
and remembered, with substantial reconstruction from that characterization.

(BF71)[N67)

Natural language functions as a representation for the results of many kinds of
assimilation.  Qur common experience is that the language is generally adequate for

describing to others what we see and hear, that it can represent new and unique

experiences without much change in th: representation schema itself. So, to the extent
that human assimilation tends toward describable outcomes, it appears as a general
facility which is independent of goal and methods, and which spans several sensory
modalities. In the Whorfian view, its forms limit the range of possible assimilations in a

fundamental way. [W56]




it is less clear to what degree assimiation methods can be developed without
reference 10 the characteristics of particular information sources. However, tasks which
require joint interpretation of information from sensory modaslities do not seem
particularly difficult for humans. This suggests thal use of iniormation from inore than
one modality in assimilation may occur at very primitive levels. At any rate, there
seems to be little evidence that the nature of the problem varies greatly from one

modality to another. [M73]

NATURE OF RESULTS

For any particular computer program which does something we can evaluate it in
two differont ways, for its psychological aspects or for its information processing
aspects. We can ask:

How does this program contribute to our understanding of human
intelligence as a model of human processing?

How do the methods used in this program contribute to knowledge of
general inteliigence?

In this thesis we pursue both of these questions. The psychological question is
apprcached by comparison of a computer program (called the Slate system) with data on
human performance from tasks posed in experimental psychology. The guestion of the

contribution of the methods is snswered by evaluating the same program in the context

of the field of artificial intelligence. The remainder of the thesis is divided on this basis,
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chapters 2 to 7 being focused on the psychological question snd chepters 8 to 18 on the

question on methods.

INTRODUCTION TO THE SLATE SYSTEM

The Slate system performs assimilation tasks by processing directed graphs.s Its
major information flows are shown in Figure 1.2 . One memory, called the Slate, holds a
graph which represents the state of hnowledge of the system about its given input
information. All of the input information is deposited in this graph, and each addition to
the ¥nowledge of the input is an expansion of this graph. The Slate is the system’s

representation for human short-term memory.

A second memory (called bulk memory) holds many small directed graphs (called
chunks.) This memory is the system's representation for human long-term memory.
Under the general direction of a task control process for the particuler task at hand, five
kinds of processes affect the content of the Slate.

1. Input processes, which insert information about the world of
phenomena external to the system.

2. A search process, which seeks chunks in bulk memory which
resemble parts of the Slate content.

+ We presume that the reader is famihar with the notion of a directed graph. For
examples, see some of the "arrow diagrams™ which are numerous in this thesis.
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process and the space manozament process.

3. A match process, which investigates the resemblance between the
chunks located by the search process and the Slate content. It judges
wnether, according to a combination of several rules of evidence,
some part of the Slate content can be treated as a subpart of the
chunk, (.e. whether the concept represented by the chunk is
plausibly also represented in the Slate.) If so, the entire chunk is used
to expand the Slate content by a kind of copying, completing the
match cperation, and a new search and match attempt s begun.

4, A Slate space management process, which limits the content of the
Slate to a fixed number of chunks. A chunk in the Slate 1s a named
set of arcs. Each arc may be in one or more chunks. When the
match process puts a rew chunk in the Slate, all the arcs of the other
chunks which overlap it are included in the new chunk. Wh:n the
number of chunks in the Slate exceeds the Imit, the space
management process selects one for removal. A chunk is removed
from the Slate by changing the status of each arc in the Slate that
was in the chunk, and by removing from the Slate any arch that was in
only the chunk being removed. Selection of a chunk for removal is
random under certain constraints.

5. Qutput processes in some tasks scan the Slate, producing output
(corresponding to responss bv experimental subjects) and record in
the Slate the fact that the output was produced.

Most of the interesting fea‘ures of the system arise from the character of the match

the example below: the role of conflict in directing assimilation, and the relationship

between successful matching and use of memary space.

Two of these features are illustrated in
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EXAMPLE

The Slate system has received as input the three letter sequence C, A,
T. It attempts to relate this sequence to stured knowledge, first trying a
chunk for the word ACT and then for the word CAT.

The graph created by the input process to represent the sequence is
shown in Figure 1.3 .# It consists of three chunks, indicated here by the

precedes

.
. : o_
Z - X o)
o |8 ) T |2
%= 1= © 13 = <
A i . < : =
("] A @
C A T

Figure 1.3- Sequence C, A, T Ha< Been Received

groups of dots on the arcs.

The chunk for the word ACT is shown in figure 1.4. The system tries
to reconcile the two by tinding good correspondences of some of the
tokens, represented in the tigures by +s.

There are several ways in which the correspondences might be made.
The simplest is to let the tokens correspond in the left-to-right order shown
in the figures. The result, after copying, would be the graph in Figure 1.5 .
It refuses to form this graph because it contains tokens for events having
more than one symbol. The system has enough knowledge of the "has
symbol” relstion to require that there be at most one such arc from sny

® A unique name is given to each vertex in the Slate system. For simplicity, names of
tokens which do not sppear in this text are replaced by + signs in most figures.
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has symbol has type
ACT &— + —$ NOUN

has symbol
has symbol
has symbol

Figure 1.4- Chunk For The Word "ACT"
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Figure 1.5 - Atterpt To Treat C,A Tas ACT
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particular vertex in any of its graphs (There are several other possible
correspondences which the system rejects based on its knowledge of the
"precedes” relation as a total order relaticn)

There are no acceptable ways to assimilate the sequence C, A, T as the
word ACT, and so the effort to use the chunk for ACT fails and has no
effect on the Slate content. The chunk for ACT is rejected despite the
positive evidence (letters, length, ending) that it might be correct. On the
other hand, the chunk for the worc CAT, shown in figure 1.6, can be used
without violations of any of these restrictions. The resulting Slate content

is shown in Figure 1.7, in which four new arcs have been copied into the
Slate,

All of the arcs in the Slate are in one new chunk. The three chunks
which it has overlapped are marked as available for deleticn. The way that
the three have been combined into one chunk illustrates the system’s
capacity to reccgnize and treat as single units configurations which
correspond to chunks in its bulk memory.s

The example above represents the basic actions of the match process and Slate

space management.

 For simplicity one detail has been left out of the chunks shown in the figures. An arc
on ihe relation "is the source of" relates the vertex representing the entity (in this case
the word) to a unique constant vertex fo: each chunk. See chapter J2.
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Figure 1.7 - Successful Attempt to Treat C, A, T as CAT




STUDY OF SHORT TERM MEMORY

CHAPTER 2-!

SCOPE

In this thesis we seek to develop a model of how certain functions of human

intelligence are accomplished. The functions arise in “short term memory"” experiments

In experimental psychology, where they are grouped under the term "chunking.”

The usual experimental arrangement, which is followed in all of the specific
experiments treated below, is this: One or more subjects is given a repetitive memory
task. Each cycle of the task consists of a presentation of information, its withdrawal,
and a reproduction of some of the information by the subject. Each cycle typically lasts
less than a minute. The joint variations of reproduction performance and presentation

conditiuns over large numbers of presentations are characterized in the results.

Several features found frequently in interpretations of such experiments can be

taken as a sketch of the idea of short term memory (STM):

1. The subject has an approximately constant capacity of items,
called "chunks."

2. A variable amount of symbclic content is in a chunk, determined
primarily by past experience with closely related symbols.

3. The subject has relatively fast access to his “long term memory"
for purposes of retrieving a chunk.

4. He has much slower access to long term memory for purposes of
depositing a chunk.




Many experimental conditions lead to speech-related error patterns or to aclive

rehearsal of items by the subject during the delay period.

The organization of presented information into chunks by the subject is usually
designed to be either dominated by correspondence with past experience (as in
grouping a sequence of letters or sounds to form a familiar word) or dominated by
formation of new, unfamiliar groupings (as in grouping the letter sequence
JRSTCAMLEJSPXCT, which might be presumed unfamiliar.) Of the two kinds, we model

only the phenomena of familiar arrangements in this thesis.

One of the paradoxes of chunking is thai a subject may regularly treat a particular
set of presented elements as one chunk, part of a chunk or several chunks depending
on the arrungement of elements, so that the same elements occupy varying amounts of
memory capacity. So, for example, the letters

ERAMDLO
could be treated as up to seven chunks,

MAREOLD
as two, and

OLDMARE
as one, even though the same set of letters is involved in each case. The elements
which are units to the experimenter are not treated consistently by subjects, who tend
to group "unrelated” objects in ingenious, persona'ly meaningful ways. Tulving, [T68] in
8 review paper, noted that

"One of the important problems facing experimenters and theorists

interested in free-recall -- as well as those concerned with other memory
tasks -- lies in the specification of the functional units of material that are
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remembered and -ecalled We may be ignorant as tu the exact
S{ubject’s)-units in any given situation, and we may have to temporize by
counting such easily identifiable units as trigrams or words, but sooner or
later we have to come to grips with the S-units in an objective fashion. In
the long run, nothing will be gained by pretending that gaps betweszn
seqguences Of printed lellers or between sequences of spoken phonemes
define the units of information processed by ths human memory system.

Since chunking 1s included in such a broad spectrum of behavior, a theory which
describes how chunking is performed can be expected to account for parts of many

experiments and for the entirety of a few.

This thesis presents an account of several phenomena related to chunking, including
memory-capacity/ coding effects, some interference effects, and some joint effects of
noise, syntax and meaning on reproduction of sequences of word elements. The method
of investigation is to study an explicit model of chunking processes, rcpresented as a
computer program. The experimental conditions for the subjects of several published
experiments are presented to the program. Its behavior corresponds in significant ways
to the experimental results. The properties of the program which create or preveni
particular correspondences are theoretically significant. The model of STM s
intentionally a partial one, so that for example the processes by which existing chunks
are accepted or rejected as immediately relevant are represented, but the creation of

new chunks from novel experiences is not.

The presentation of the computer program i1s reserved to the non-psychological
chapters. There it is distributed, with various parts and attributes being introduced
where they become instrumental. A complete presentation of the progrem is in chapter

13.




PROBLEMS

The psychological questions which this work addresses are:

1. How is chunking possible at all? What operations on the
information given to the subject would be sufficient to produce the
behavior in question?

2. How are particular chunks selected for use by subjects? Why are
other similar chunks not used?

3. How can chunks be selected based on information which is
incomplete in a-priori-unpredictable ways? i

4. How s measured STM capacity (digit span or similar) related to
underlying storage capacity and processes?

5. Do different kinds of chunks require different chunking processes?

6. What parts of the chunking task must be performed serially, and
what parts are suitable for parallel performancs?

METHODS
The methods used to deal with the problems cited above all center around the

creation and study of a computer program in correspondence to prior STM experiments

conducted with human subjects. In each case the program acts as a scrutable subject, i

performing in ways which correspond to the performance of the human subjects. 4




This approach is one of two commonly called "simulation.” In the other, a program is
put into part-by-part correspondence with a knovn system, such es a telephone
exchange, so that the program performance may be studied. The aim is to answer
questions about the performance of the simulated system. Here we put program
pertormance in correspondence with human performance with the aim of answering
questions about the nature of the human sysiem. A principal advantage of using a
program as a theoretical vehicle 1s that the ronsequences of assumptions about how the
data could have arisen can be made observable. Done correctly, this elimnates from
consideration theories which can not possibly be made explicit, and theories which do

not in fact predict the performance which they are alleged to cover.

We use one program to cover all of the experiments studied rather than providing a
separate version for each. This contrasts with a common pract .o of developing a
ceparate model or set of assertions for each experiment or conr arrent series, without
veritying that the model covers prior experiments as well. There is a substantial risk,
near certainty, that the models so developed will be inconsistent in ways that are not
apparent from their descriptions. We would rather have 2 consistent model, or at least
a set of models having known conflicts, hoping that as the issues of contrast are made

known and resolved a single adequate mode! and theory will eventually emerge.

EXPERIMENTS

The human performance data for this study of STM ail come from reports of
published experiments. They are selected as representative of currziat views of the
nature of STM and the phenomena which every STM model mus* account for. We deal
with three topics below, some represented by more than one experiment. They are

arranged roughly in order of increasing complexity.




1. Interference - represented by an experiment by Gordon Bower
comparing interterence effects of single words and multi-word cliches.

2. Coding - represented by Sruth's work on his own remerrbering of
streams of ones and zeroes, reporied by George Miller; also by a
1965 group exper.ment in binary encoding by Pollack and Johnson.

3. Chunking based on incomplete information; chunking and syntax;
chunking and meaning - ali represented by Miller and Isard’s 1963

experiment on recognition and memory for “"sentences" heard with
noise.

in all of our Psychological tasks, the information is available serially, and orde- of
events plays a significant role. This is not true of assimilation problems in general.
Visual information is multidimensional, and auditory information zan be usefully treated
as muitidimensional. There 1s evidence that our knowledge of the sequence in which

information 1s received is often hazy, even fcr auditory information.

The assimilation methods which we propose should not be restricted to dealing with
serial, tightly ordered information. The lim:tations of method which we accept into
psychological models should reflect imitations observed in people’s performance. When
people’s performance reflects their responding to serial order in an experiment, a model
of their activity should provide some explicit representation of such response, since not

all tasks piovide such serial structure for the subject.

There is an example of Siate system action, described in detail in chapter 11, in
which the given information describes the connectivity of the Necker Cube. (Figure 2.1
.} The system chunks the connections as a cube with a particular front face,

corresponding to attention directions from the system user. Attention may be shifted

so that the cube "reverses,” that is, it is chunked with the other four corners on the
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Figure 2.1 - Necker Cube




front face. Repeated reversal follows the directed shifts of attention. The Slate
content is never jointly chunked with any corner on both a front face and a back face.
The reversing property arises directly from the conflict-handling mechanisms which are
basic to the system, and from the processes developed to deal with mis-anticipation on

Miller and Isard’s task.

The point to be made here is that the psychological scope of assimilation includes
such tasks, and that building models which exclude them is at best a temporary
expedient. They are part of the activity of reconciling our knowledge about the world

with current information,

The treatment of the Necker Cube in this thesis is not a realistic simulation of human
performance, although that seams feasible. Rather it is a means of demonstrating the
scope of the problem, some particuler properties of the Slate memories and the

effectiveness of a general approach.




AN INTERFERENCE EXPERIMENT WITH CHUNKING

CHAPTER 3 -1\

The first and simplest experiment we address is on interference in free recall, by

Gordon Bower. [B69]

"This experiment is concerned with the “chunking” hypothesis applied to
free verbal recall (cf. Miller, 1956; Tuiving, 1968). For present purposes,
a chunk of material may be identified as a highly integrated group of words,
indexed by a strong tendency for Ss to recall the werds together as a unit.
The chunking hypothesis ascerts that free recall 1s imited by the number of
chunks that can be produced from memory withcut the aid of some specific
retrieval scheme or cuing system such as the pegword mnemonic {cf. Wood,
1967). According to this hypothesis, recall improves over practice because
the words become more strongly bonded into subjective chunks, and several
chunks may be ccaiesced into 2 single chunk by a recursive (hierarchical)
process of grouping subgroups. The number of chunks recalled is
approximately constant, whie the number of experimental items per chunk
presumably increases with practice.

METHOD
Design

The design involved a within-group comparison of three free recall lists
of 24 units. Each 24-unit list consisted of a set of 12 “critical” units
(words) plus 12 "filler” units. Tre filler units were varied over the three
lists, and the hypothesis expects concomitant variation in recallability of the
12 critical units in the list. For the one-word list, the fillers were simply 12
nouns presented singly; for the three-word list, the fi'ers were 12 triplets
of unrelated nouns presented as units; for the cliche list, the fillers were 12
familiar, three-word cliches presented as units. The critical words and filler
units of a list were mixed for random presentation, and S freely recalled all
he coud. The chunking hypothesis expects recall of the 12 critical words
to be about the same for the one-word and the cliche fillers, but
significantly poorer with the three-word fillers.

Materials and Procedura

The three sets of 12 critical words were unrelated nouns selected for
nigh concreteness from the norms of Paivio, Yuille, and Madigan (1968).
The one-word fillers were similarly selected by the same criteria. The 12
three-word fillers were composed of un-elated nouns. The 12 cliches were




f noun phrases of high frequency (intutive estimates) in our Ss’ linguistic
| comreunity,  For eight of the cliches, all three words had a noun form,
i although in the cliche context the first two functioned as adjectives. These
eight cliches were: pal-point pen, mal-order catalog, Rose Bowl parade,
dirth control pill, ice cream cone, Bay Area transit, tick-tack-toe, and turtle
neck sweater. The other four cliches contained some adjectives and were:
Happy New Year, far-weather friend, Great Sait Laxe, and good old days.
Most of the cliches have a cingle semantic referent, whereas the unrelated
tt ree-word fillers {e.g., couch, flag, sun) have three separate referents.

The three free recall iists were composed by paring the three
critical-word sets with the three filler sets, using the six possible pairing
about equally often over Ss. The 12 critical words and 12 tiller units were
typed in capital letters on 24 flash carcs, shuffied thoroughly, and shown to
S at a rate of one card for 3 sec, with a2 2-sec intercard interval. There
was one study trial, then an immediate rccall trial on each of the three list~
The Ss recalled in writing, giving as many words as they could in any order.
Time allowed for recall was 96 sec for the one-word filler list, and 192 sec
for the cliche and three-weord filler lists; this is calculated at 4 sec recall
time per word on the input list. This was always more than enough time for
Ss to recall all they could.

-

The order of (ke three treatment lists within the session was
tounterbalanced over Ss. The Ss were (i undergraduates fulfilling a
service requirement for their introductory psychology course.

RESULTS

An initial observation i1s that the three-word cliches were recalled in
perfect all-or-none fashion, either completely or not at &ll. On the other
hand, the unrelated triplets were not recalled all-or-none, Ss frequently
recalled some but not all of such triplets.. Therefore, in the following, we
adop! the conventicn of treating a three-wcrd cliche as a single racall unit
(i.e. 12 filler urits) but unrelated triplets as three separate recall units (i.e.,
36 filler units).

In these terms, Table 1 shows the average recall of critical words and of
filler units for the three lists.”

The principal conclusions are drawn from various analyses of Table 1, which appears
as Table 3.4 in this chapter.
"These results support the implication of the chunking hypothesis: recall of
the critical words was about the same whether the other 12 units were

one-word or three-word (cliche, units, but recall was reduced if the outher
words comprised mcre (than 12) chunks.
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Recall of the filler units also supported the chunking hypothesis (line 2
of Table 1). Consistent with hypothesis, the cliches and cne-word fillers
were equally well recalled.”

To model how the subjects performed the experiment, we must model their actions
of reading cards, their means for retaining what was read, their means for reporting
what they can, and some selective means for determining what is reported and what is

not.

PROGRAM AND TASK

The Slate system performs this task by applying its operator called "RECALL
WORDS." The action of this operator is to take a sequence of symbols one at a time from
the input, storing them in an internal form in the Slate, until an end-of-sequence
indication is given. The symbols of the sequence which are retained in the Slate are
written as program output. This gross action thus corresponds to the action of an
nstructad subject who reads and reports one list. The chunks in bulk memory
correspond to the cliches attributed to the subjects. One chunk would represent the
fact that occurrence of the three symbols ROSE BOWL PARADE in an input sequence may

be treated as one familiar unit. Appendix | gives complete examples of these chunks.

We have sketched enough of the Slate system to identify the prircipal
correspondences between the interference experiment and the Slate system modei of it.

(Table 3.1)




ORIGINAL EXPERIMENT SLATE SYSTEM MODEL

recognizable symbols

cliches ordered sets of symbols which
correspond t¢ chunks in bulth memory

unrelated triples ordered sets of symbols which do not
correspond to chunks in bulk rmemory

subjects the Slate system

instruction of the subjects use of the "RECALL WCRDS" operator
in the task

reading a word taking a symbol from the input

terminating a list taking a special sequerce-termination
(by running out of cards) symbol from the input

reporting the words of a list examining the Slate content
for symbols

Table 3.1- Correspondences of Bower’s Experiment and Prcgram Replicate

The sequence of program steps is indicated in Figure 3.1.

For a list of 12 critical words and 12 three-word chckes, the cycle would be

traversed 48 times, with one new successful match on each of 12 of the traverses.




Start

[ terminal
i ' Get a symbol o report result
|

ordinary

make a chunk

insert chunk in Slate
(deleting another if necessary)

Match Slate content with bulk memory chunks

copy successfully matching chunk into Siate
(deleting another if necessary)

Figure 3.1 - Major Program Steps for Word Recall

RUNNING THE CORRELATE EXPERIMENT '

The Slate system does not have any fixed symbo! vocabularies or bulk memory

chunks. These must be defined by suitable data before the experiment is run. For

|
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convenience, we use the words of the cliches given in the article for building cliche

chunks, and the words ACE, KING, QUEEN, JACK, RUFF, DUCK, FINESSE, TRUMP, HEARTS,
SPADES, CLUBS, DIAMONDS as the unrelated critical words and filler words. Twelve
chunks corresponding to the 12 cliches are entered into bulk memory. We have an
advantage in that we can verify that words such as KING and QUEEN are unrelated in the

system, and that TICK, TACK, and TOE are really functioning as separate words.

Lists of words cor-zsponding to tne original 48 lists can be prepared as input.
How ever, for the two conditions in which the bulk memory chunks do not affect the
outcome, the average number of words of each category which will remain in the Slate
can be calculated on the basis of their equiprobable random selection and the capacity
of tne Slate. We calculate rather than use sampling procedures to derive results where

applicable. We use 16 lists containing cliche words to verify the correct detailed

functioning of the model, and a simpler equivalent version of the system to simulate 400
subjects. Each has a random permutation of 24 items, each of which is either a
three-word cliche or a critical word. A sample list is shown in Table 3.2 below,

together with the list termination symbol.




KING

RUFF

FAIR WEATHCSR FRIEND
MAIL ORDER CATALOG
TURTLE NECK SWEATER
TICK TACK 70E
CIAMONDS

GOOD OLD DAYS
SPADES

ICE CREAM CONE
FINESSE

TRUMP

BIRTH CONTROL PILL
GREAT SALT LAKE
CLUBS

BAY AREA TRANSIT
BALL POINT PEN
HAPPY NEW YEAR
ROSE BOWL PARADE
QUEEN

ACE

JACK

HEARTS

DUCK

QuIT

Table 3.2- Sample System Input List

The experiment with the cliche lists is performed by initializing the system and then
performing a cycle of clearing the Slate, reading a list like the one above, and print.ng

the symbols in the Slate, once for each list. Slate capacity for the series is set equal to

the single word recall capacity, 13 chunks.




EVALUATION OF THE CORRELATE EXPERIMENT

The all-or-none eifect for the recall of cliches was observed in the program output
just as it was in the original e«periment. We use the same filler unit construct in
analyzing the results. Table 3.3 shows the results of this action for the 400 lists, and

the calculated averages described above.

SLATE SYSTEM RECALL OF CRITICAL NOUNS
AND FILLER UNITS FOR THE THREE TYPES OF LISTS

Critical nouns
Filler units
Total units

Table 3.3- Slate System Recall Averages

Comparison of this table with Table 1 of the original experiment shows that the desired

gross correspondence has been achieved.




RECALL OF CRITICAL NOUNS AND FILLER UNITS
FOR THE THREE TYPES OF LISTS

Fillers
Type One-word Cliches Three-word
Critical nouns 6.3 55 37
Filler units 6.7 6.6 9.4
Total units 13.0 12.1 13.1

Table 3.4- Bower's Tzble | : Recall Averages

1.
The recall of critical words is the same in the presence
of either cliche or single word fillers,
but is lower in the presence of unrelated triples of filler words.

2.
Recall of cliche and single word fillers is about equal.
The presence of the appropriate chunks in bulk memory causes the Slate system to
organize its record of the input word sequence in such a way that the interference unit

is a chunk rather than a word.

Beyond these yross features, which arise from the fact that cliches are stored as

single units, the Slate model also predicts the following:

1. .
Recall will be slightly lower when cliches are used as fillers
than when single words are used.

2.
Part of this loss will be in recall of cliches, and
part will be in recall of critical words.

3
The part which represents critical words will be larger.

e
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We see that each of these is fulfilled in Bower's cata and that the Slate model

predicts the levels of recall rather accurately,

SHARED WORKSPACE EFFECT
The basis for these predictions, which we call the shared workspace effect, is as

follows:

For single words, no chunking occurs, sc that memory is filled by the presentation of

the early part of the list and remairs full for the rest of the presentation; recall equals
the number of STM spaces available.s For lists containing cliches, STM may not be full at ]
the end of the presentation of the list. If the list ends with a three-word clhiche, then ‘
three spaces are used to receive the words, they are then grouped into a single chunk,
and two spaces are left avaiiable. Items from the first part of the list are already lost,
and so cannot be used to fill these spaces. Recall is therefore reduced for these cases. :
The workspace, STM, has been sharea by word chunks {inputs to the cliche~chunking

process) and cliche chunks (outputs from the cliche-chunking process.) §

If the list ends with a cliche followed by a critical word, rne space is left available.

Otherwise, the list ends with two critical words, and all spaces are filled at the end.

¢ We recognize that this number may represent an effective value produced by
composition of several process and memory resources.
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Considering the probabilities of those events, the predicted reduction in recall is
1.26 items, comparable to 0.9 observed and 1.32 for the 300 simulated subjects. Since
Sower's experiment was not controlled for tre actual frequencies of various ending
patterns, the 0.9 observation may in part reflect a lower than average rate of final and

next-to-final cliches.

Because this recall loss is conditional on having cliches near the ends of lists, the
critical words on the list have more oppcrtunities to be deleted from memory, while the
final cliches are protected by their rezency. Thus more of the ioss is expected to

appear in the critica! words, as is observed.

The model makes the following further precictions that are not verifiable in the data:

1. The magnitude of the reduction in recall with cliches relative to the
sing'e word case depencs on the lergth (in words) of the .liches used, and
on the ending configuration of the list, according to the following
relationship:

Let the average number of recalled single words be S, the
length of the final cliche item in a list be C, and the position of
the final cliche, counting from the end, be P. (P=] is the last
position.) Then the expected number of items to be recalled will
be:

[£2]

it no cliche occurs in the last
C-1 list positions.

S+P-C otherwise.
2. The magnitude of reduction in recall with cliches is constant over
individual differences in single word recall.

3. The magnitude of reduction is also constant over changes in the number
of other cliches in the list for any particular last-cliche position,
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These predictions should be easy 10 verify in a variety of experiments. They
indicate that chunking experiments should include control for the way that the given

irformation ends.

These predictions and the fit to Bower's data both depend on the assumpticn that
memory spaces are used for all of the subelements of a cliche. in terms of discussions
elsewhere in this thesis, this 1s an assumption that the subject does not use
“anticipation” to save memory space. We will see in the next chapter ihat the same
assumptions allow us 10 predict deliberate coding behavior accurately. They are
predictions of differences which do not depend on assumptions made about the size of

STM, and so are not affected by treating STM size as a free parameter.

SUMMAKY
The principal result of replicating this experiment is that the shared workspace
effect predicts much more of the detal of the subjects’ memory capacity variation than

the chunking hypothesis alone.




DELIBERATE CODING AND SHORT TERM MEMORY

CHAPTER 4-!

The subjict of deliberate coding has a central place among the phenomena
associated with STM, especially since it received a prominent role in Miller’s famous
1956 paper.[M56] Neissar [N66] says, in explaining chunking,

“Of*en the 'chunks’ which the subject stores and recalls are not those which
were presented, perceived or originally stored. For this reason, we must
assume that there is a verbal memory which is not simply echoic. The most
elegant demonstration of this kind of recoding - and at the same time the
clearest indication of the need for some such concept as the “chunk” - is S.
L. Smith’s experiment, reported in Miller’s ... paper. Smith tested his own
memory span for “"binary digits,” i.e., strings of zeroes and ones .uch as
0110010111010001. Having established his span (about 12), he
deliberately memorized various methods of reading binary digits into other
number systems. When he had learned "octal” numbering (001 = 1, etc. ..),
his memory span for binary digits rose to nearly 36! In effect he was
transiating every triad of zeross and ones into a single octal digit and then
storing 12 of those. Similz- results have been obtained by Pollack and
Johnson(1965).”

In view of the conceptusl prominence of coding it is necessary for our theory (or

any other) of chunking to represent the relevance of deliberate coding experiments.

Coding experiments differ from most STM experiments in that fact that there is a
deliberate voluntary re-representation which can be engaged in or avoided by the
subject, and also by the small vocabulary and periodic structure of the codes studied
and the use of the same vocabulery in more than one code. In the literature since 1956,

deiiberate coding has been invoked far more often than it has been studied.s

s Induced chunking has been more frequently studied. [BW69),{M70] Nevertheless it is
worthwhile to reexamine some of this literature in order to see how a knowledge of
coding might contribute to a theory of chunking.




SMITH'S BINARY DIGIT EXPERIMENT

We cannot review the published report of Smith’s experiment because the report is
unpublished.s The closest representation of it seems to be Miller’s description. The
only point in studying it here is that it is an influential piece which is @ source of data

whict we would hope to compare to a model of coding processes.

All of the quantitative results are given in Miller's Figure 9, (Figure 4.1 below,) which
relates “memory span for binary digits® to “recoding ratio® by means of two curves,
marked “observed® s~d "predicted from span for octel digits."s There are inconsistencies
between the graph and the text which indicate that the figure is erroneous, at least for
the “predicted” curve. The text indicates that Smith could recall 12 octal digits; the
number assumed for 1:1 recoding ratio was 15 rather than 12, making the predicted anc

observed curves agree. The caption spesks of bases 2,4,8 and 10 whereas the graph

s During an attempt to locate a report corresponding to Pollack and Johnson’s referonco
(which turns out to be erroneous), Dr. Smith told us that the report was not published,
and that he had no copy.

s The original title is: "The span of immediate memory for binary digits is plot?od as a
function of the recoding procedure used. the predicted function is obtained by
multiplying the span for octals by 2, 3, and 3.3 for recodirg into base 4, base 8, and
base 10, respectively.” Thus the title and tigure do not correspond.
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Figure 4.1 - Miller’s Graph of Smith’s Memory Span Datas
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and remaining text deal with five recoding ratios.

it is hard lo imagine the basis for the "predicted” curve, particularly for its
departure from linearity. Several simple hypotheses which we have tried fail to fit the

curve.

There are no Obvious troubles with the “observed” curve. It would have been

helpful to know what the criteria for judging "Memory Span for Binary Digits™ were.

Another serious deficiency in the available description is that we are not told what
the stimulus modality or the reporting modality were. This makes it difficult to judge its

relationship to other experiments, especially attempted replications.

POLLACK AND JOHNSON’S CODING EXPERIMENTS

Pollack and Johnson [PJ65] describe their experiment as follows:

"In 1952, Smith demonstrated that the memory-span for binary digits
may be substantially increased following instructions about efficient coding
procedures. The present study is a direct extension of Smith’s study...

METHOD AND PROCEDURE

Subjects. A group of 6 university students was tested 1.5 hr. - -~ day
on 28 successive testing days with both verbal and tachistoscopic materials.
They were then taught the decimal equivalent of the 4-digit tinary code for
12 days, and, finally, were retested for 10 additional days.

Memory-span materials. Verbal messages, consisting of randomly
selected scramblings of ‘ones’ and ‘zeroes,’ were recorded. The °zero’ vias
read as 'oh.’ Half of the messages were read without interruption; half of
the messages, called "split messages,” were read with a unit-pause after
every four digits. The rate of reading was so0 adjusted that the sverage




rate of presentation was constant at 1.4 binary digits per sec. S's task was
to reproduce the message upon termination. The termination was indicated
by a tonal signal. The snswer sheet was subdivided into groups of four
units. The length and ’split’ of the message was announced before each
presentation. Ten to 15 different messages of each message-length were
recorded to reduce learning of specific messages.

Tachistoscopic materials. The tachistoscopic messages were 8 circles
arranged In a horizontal line, exposed for 0.04 sec., subtending a visual
angle of 11 degrees at a seating distance of 16 ft. Each circle was either
tilled or untilled. A pool of over 100 displays was scrambled on successive
days. In half of the slides, a dividing line split the display into two groups
of four units each. Twenty-four *split’ and 24 unbroken displays were
presented each testing day.

Coding instruction. instruction about coding was accomplished by
explaining the principle of binary numerals. the following code was
employed: 0000 to 0; 0001 to 1;.., and 1111 to 15"

The experiment measured two statistics of performance: error rate and memory

span. For the tachistoscopic materials, there was no span increase after learning

coding.

We need not attribute this failure to the stimulus modality. The tachistoscopic task
was at least a double-encoding task, representing the stimulus successively as "filled
circles” or "unfilled circles,” as corresponding "ones” and “ohs," and then by decimal
numbers such as 3 and 12. The difficulty for the subjects may well have arisen from

the complexity of controlling such a task.

For both kinds of materlals, there was a trend to decreasec eiror rates over the
duration of the experiment, with the effect of practise and the effect of learning coding

confounded. The question of whether learning coding affects the final, stable error rete

(if there is such) is open because of the failure of the control half of the experiment.




"The initial experimental design called for two groups: an experimentel
group and a control group. .. the control group ..defeated their purpose
by leerning the code clandestinely.”
The natura! point of comparison of this work to Smith's work is in the memory span
statistics. Pollack and Johnson's results contrest with Smith’s in that the fractional
increases in memory span are relatively small; the average span before coding was 11,

the average after coding was 17.3, so that the span ratio increased by about 5675 (The

corresponding increase indicated by Smith is 1137%.)

Even this modest increase is somewhat of an exaggeration because of the optimistic
scoring method used. Credit was given for a presumed rate of partial ccrrectness in
Incorrectly reported decimal digits.

SCORING. An error in decimal notation was treated as equivalent to a
response of four binary digits. Such an error will be termed a "cectional
error.” Reconversion to binary errors yields 2.13 binary errc 5 par error in
decimal notation on the assumption that all errors in decimal were
equally-likely. This =ethod was conservative; sample comparisons Lotween
errors in decir the original binary messages yielded 1.9-2.0 binary
errors per errc. .imal notation.”

Thus for example, if a subject, when reporting 8 decimal numbers representing @

sequence of 32 binary numbers, got all 8 incorrect, he would be credited with a span of

14.96 digits for that trial, thus exceeding the group’s best uncoded performance of
about 13 digits. The experimenters have failed to discount properly for guessing. The
scoring method made coding Improvement for the longer sequences absolutely inevitable

because scores as low as the performance without coding were unachievable in

principle. The unavoidable minimum turns out to be the major component of the

subjects’ “substantial gains.”

s From Figure 3 in [PJ65)
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Furthermore, the advantages of coding in span were confounded with practice
effects.

“Because of the large initial changes in performance, only the messages
presented during the last seven days prior to coding are considered.”

The stability ot the reference pre-coding performance was thus not established. The
coding advantage includes unknown amounts of continuation of improvement with

practise on this class of tasks.

The most serious criticism of the experiment is that the task was changed at the
point of learning coding. Subjects now responded in decimal notation, so that the
portion of the task involved ir serially producing the binary sequence was nd longer
required. Since the decoding step is eliminated, we would expect the task to be easier
than Smith’s to some unknown degree. This task is not Smith’s task, and Pollack and
Johnson's experiment in no way constitutes a replication of Smith’s experiment or

confirmation of his results.

In view of the optimistic treatment of the task definition and scoring methods, the
weakness of the effect on memory span and the several uncontrolled factors which
might account for ‘this effect, it seems reasonable to consider this experiment a

non-confirmation of S. .i.n’s result to the extent that quantitative comparison is possible.

Possibly the contrast is understandable in terms of individual differences between
subjects. Pollack and Johnson note that

"The better S’s were often able to receive the split 40-unit messages
without error.”

which is performance far above the cited averages for the 6 subjects.




OVERVIEW

The work on deliberate coding is surprisingly sketchy in view of the place that it
holds in current views of STM. Coding phenomena F ve not been systematically or
thoroughly explored, nor have the widely accepted phenomena been well verified

experimentally. The best established phenomenon is tre fact (but not the amount) of

increased digit span when a code is being employed.
Some of the relatively unexplained phenomena include:

1. The capacity to use codes in non-overlapping ways. (Digits
included in one chunk are somehow prevented from being included in
others.)

2. The capacity to restrict the encoding to be periodic. (Persons
who can group by 2's or by 3's can select to do just one of these,
even though thay are trained for both.)

3. The capacity to use different codes, and to change codes. (The
digit "one" is a subunit in several difierent codes.)

4. The tendency to report a stimulus only once.

5. The capacity to perform corract encoding and decoding after being
instructed in the task. (The instructions are assimilated intc chunking
methods.)

6. Improvement of coding performance with experience.

Coding experiments orovide a particularly good opportunity to observe overlap,
periodicity and code selection effects, in contrast to the interference experiment above ,

where stimulus elements were not reused, words in the stimulus lists did not form
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periodic groups, and all the words were meaningful only in a single code (English).

The phenomena ot instructability of subjects and single reporting are taken for
granted, but they are given no theoretical status. The subject’s receipt of instructions
is ordinarily treated as part of the experiment, but somehow not a part that must be
accounted for. The resulting accounts are necessarily partial at best. Because the
subjects’ performance depends intimately on what he is instructed to do, it is limited by
his capacities for interpretation and conversion to action. If the instructions and their
interpretation are not given theoretical status, we have no way of representing what

features of his performance reflect such limitations.

GOALS FOR INVESTIGATION OF CODING

We desire a modei of human coding processes which is sufficient to account for
occurrence of certain kinds of performance observed in the experiments above. Since
our model is to be organized and verified by means of a computer program, we want the

program to exhibit at least the following:

1. It receives and repeats in order sequences of symbols.

2. Given a code, it encodes and decodes sequences using the code.

3. It has & stable symbol span for any particular experimental
arrangement,

4. The spen is responsive to the presence and structure of the code
in a way which is compatible with the data on Smith’s performance.

5. The instructions to the subject are explicitly represented.




Having achieved a model which ‘s sufticient in this sense, we can go on to learn how

the realism of the model’s performance varies with variations in its content, namely the

forms of chunks and chunk manipulation processes.

BASIC CODING PERFORMANCE OF THE SLATE SYSTEM

The principal difference between the free recall instructions given for the previous
chapter's task ard the instructions for coding tasks such as Smith’s is that order of
reporting is specified in the coding task. Because of this order requirement, the
operator RECALL WORDS which was used to perform the interference task is not

adequate for coding tasks.

The Siate system has another operator, called REPEAT SEQUENCE which acts
similarly but gives an crdered report atter termination of the sequence. Since the
sequence may be incomple'e, it reports by first tinding the beginning of the sequence (if
it is presant) in STM and reporli~z successive symbols. If this succession does not
terminate at the end of the sequence, it ‘hen locates the end and reports (in forward
order) the successive symbols of the fragment of the sequence found at the end. Any
other remaining symbols in STM must be in isolated middle fragments of the sequence.
They are not reported. It inserts "-UH-" into the sequence presented to the user under

4 conditions:

1. It cannot find the sequence beginning.

2. It cannot find the next sy.nbcl at a non-final point in the sequence.

3. It cannot find the symbol for a token which is part of the sequence of tokens
having symbols.

4. It canno' find the sequence end.
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OVERLAPPING ENCODINGS:

Binary digit streams can be encoded into any particular higher base code in more
than one way, with differing results. For example, 101001110 can be encoded
conventionally as 5.6 in octal code, or in another way as 5241376, using the same code
but recognizing every adjscent triple of binary digits. A covert rule of the conventional
kind of encoding requires that the spans of the encoded symbols be disjoint, so that 516
is correct and 5241376 is not. Somehow the subject avoids using the code in the
inappropriate ways. His restriction of the encoding act to just those places where it is
appropriste is one of the encoding phenomena to be sccounted for. The possibility of

overlap raises several questions:

1. Can subpsrts be shared among chunis?
2. It so, how is inappropriste sharing avoided?

3. Can chunking apply to the outcomes of chunking?

An inadequate explanation would be to say thet chunk domains may not overlep, thut

they must simply partition the field of availsble information.

This is an improper assumption for some problems, such as the problem of
describing a chess position, where one piece may be involved in more then one
significant structure, and therefore should be included in more than one chunk. It slso
makes it difficult to model hisrarchies of chunks in STM, where the entities in some

chunks are not input entities (e.g. the phrase entities of the noisy speech task.)




When a particular digit is made part of an encoded group in the Slate, an assertion is

made to the effect that:
<THE DIGIT> is part of <THE GROUP>,
Any later assertion that:
<THE DIGIT> is part of <SOME OTHER GROUP>

is rejected as inconsistent. The selective use of assertions which can combine in
consistent or inconsistent ways provides a basis for establishing hierarchic relationships
where that is appropriate and yet rejecting overlapping codes and other inappropriate

combinations.

The criteria for accepting a matched chunk as relevant in the Slate system do not
require that a complete match of chuak to Slate content be achieved. As soon es an
edequate partial match is achieved, the relevance of a chunk can be established. As e
direct consequence, the system is able to anticipate the remainder of a partially
presented chunk; for our experiments anticipation may occur after two letters of a word
or two digits of a code chunk are present. Anticipation does not occur on the
quaternary (base 4) coding task, since the quaternary code is a two-digit code. The
general effects of anticipation are discussed elsewhere below, and its effect on octal
coding performance is shown in the figures below. However, it should be noted that we
can explain Smith’s performance in detail only on the assumption thet anticipation does

not occur in the model.
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SHARED WORKSPACE EFFECTS ON CODING
The efficiency of encoding of short term memory contents depends on the structure
{' of the code and the discipline used to insert elements into the memory. We would like

to know how code structure relates to memory capacity.

Consider the simplest codes in which any sequence of N input elements can be
encoded into one grouped element. Let memory capacity be fixed at C elements. Lot
the insertion process be such that the coded group is recognized and then stored in
STM.  This simple scheme would fill memory with C encoded groups of N input elements
each, giving CsN total capacity. The relationship between the length of the longest
soguence that the subject could hold and the length of each code element would

therefore be linear.

We contrast this with the Slate model in which uncoded and coded digits both appear
in STM. The encoding process acts as follows:
1. Sequence elements are received serially.
2. Each sequence element is placed ir. an empty memory space.
3. Whenever N sequence elements are present in memory, an
encoding operation removes them and inserts one corresponding
element representing the group.
Under these assumptions, encading may proceed without loss until there is no empty

memory space for the next sequence element. This condition defines the maximum

encoded ci- city of the memory for that code.

A simple geometric ar.slogy makes it easy tc visualize the limiting process. Consider

the problem of filling a box C units deep with blocks through a hole in the top. Each
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block must be placed directly under the hole. Any vertical stack of N blocks may be
turned on its side to be one block high. For Ce=6 and Ne3, Figure 4.2 shows the box at

the point of fullness. Four groups of 3 blocks and two additional blocks are in the box.

Figure 4.2 - Box-of-Blocks Analogy to STM Capacity

No more blocks can be added, and there is no group of 3 which cen be laid down. In
general, Ne(C+1-N) blocks are in groups and C-1 blocks are ungrouped at the point of

fullness.

Table 4.1 shows the cepacity at fullness for verious sizes of memory and code

lengths.




MAXIMUM MEMORY CAPACITY FOR A SIMPLE CODED SEQUENCE

LENGTH OF A CODE GROUP

4 7 8s 7

) 9 1i1s ils 9

6 11 14 15 14 11

7 13 17 19+« 19s 17 .3

8 15 20 23 24« 23 20 15
9 17 23 27 29« 29¢ 27 283
10 19 26 31 34 35 34 31
11 21 29 35 39 4ls 41s 39
12 23 32 39 44 47 48s 47
13 25 35 43 49 53 558 55s
14 27 38 47 54 59 62 63

Table 4.1- Memory Capacity with Simple Code

The best codes for each capacity are marked. Note that the optimal group length is

always sbout one half of C.

It is interesting that large changes in memory capacity produce relatively large
changes in maximum encoded sequence length but orly small changes in optimal code
length.  Small recuctions in code length from the optimum carry only small
disadvantages in achievable sequence length. We can also see that the simple linear
formula CsN is generally a poor estimator of maximum sequence length. This formule

would apply if every element of memory capacity could hold an encoded chunk.

We might consider a more complex code, in which two levels of encoding occur
rather than one, so that grouping N groups of N elements into one element is also
sllowed. Tuble 4.2 shows the capacities achievable for several codes and memory sizes.

Note that again the optimal code length is a slowly incressing function of memory size.
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MAXIMUM MEMORY CAPACTY FOR A SIMPLE CODED SEQUENCE
LENGTH OF A CODE GROUP

3
4 11 8 7

5 15 17 11 9

6 19 26 15 14 11

7 23 3% 31 19 17 13

8 27 44 47 24 23 20 15

9 31 53 63 43 29 27 28 17
10 35 62 79 74 35 34 31 26
11 39 71 95 99 71 41 39 35
12 43 80 111 124 107 48 47 44
13 47 89 127 149 143 97 85 53

Table 4.2- Memory Capacities using & Two Level Code.

The Slste system could use either of these codes by having the appropriate code
chunks. The ones which were given cause it to use the single level code, so that its

peak performances correspond to Table 4.1.

SLATE SYSTEM PERFORMANCE

The Slate system performance an binary encoding/decoding tasks turrs out to be

very simple snd strongly patterned despita the complexity of the mechanism which

performs the chunking. Little of the diversity of the system is seen on this task.

We will examine four variations of the task:

Performance without coding knowledge
Quaternary coding

Octal coding without anticipation

Octal coding without restrictions.

PON-




In all variations, fo aach elementary experimental sequence, the system input
consists of a command to repeat a seguence, followed by a random seguence of ones
and zeroes, followed by QUIT, a sequence terminating symbol. On QUIT, the system
recovers what it can of the sequence from the Slate and presents it. As described
elsewhere, there are two ways in which digits can be lost between input and output.
E The chunks representing a digit can be deleted from the Slate in order to make room for
some incoming chunk; an isolated middle subsequence of digits may not be locatable from
4 either end of the sequence. There are no mechanisms for guessing. For the case in

which the system has no code knowledge, Figure 4.3 shows representative relationships

: of the average number of digits in the output sequence to the number in the input

sequence.

The form of the relationship in Figure 4.3 arises as follows: For any number of digits
up to the chunk capacity, no digits are lost and sequence repetition is perfect.
Thereafter performance is limited to the chunk capacity. Losses increase with sequence

length because of the increased ii.cedence of isolated middie fragments.

For the case of quaternary coding, the system does not anticipate because the
length of a code segment (2 digits) provides the minimum number of symbols required
for accepting a chunk. Therefore, up to the point at which the Slate is full, the
sequence is encoded perfectly and repetition of a number of digits up to twice the
chunk capacity of the Slate can be achieved. Beyond this, the two mechanisms
described previously cause declining numbers of output digits with increasing sequence

length, es shown in Figure 4.4.
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Figure 4.3 - Uncoded Digit Retention Performance




t 4-19
‘ 25 -
_. /\,/'
!
3 20 1
Retained
Digits .
15 :
10 < . !
\\‘
A
ﬁ L v B Ad L Al nJ
/25 30 35 40 a5 50
Sequence Length

Figure 4.4 - Effect of Quaternary Coding on Digit Retention

For the third case, chunks for the binary triples cf octal code are in bulk memory,
and anticipation has been prevented. The results, in Figure 4.5, are similar to those ior
quaternary coding, with perfect retention of a number of digits up to three times the

chunk capacity of the Slate. The analogous result will hold for larger spans as well.

Performance in octal coding is mora complicated in the unrestricted case, where
anticipation occurs as described above. Some binary digits do not get encoded at all, so

the number of digits which can be retained is shorter. Figure 4.6 shows the effect.
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Figure 45 - Effect of Octal Coding on Digit Retention
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EVALUATION
We evaluate the coding performance of the Slate system in two ways, for its

effectiveness In coding and for its similarity to human porformance.

The system is successful in all of the basic operations of the coding task. It

receives digits, encodes using the appropriate chunks, and repeats the sequences given.

It exhibits memory capacity limits and stable memory spans. It performs coding without
overlap because the code chunk structure prohibits overlap. In other words, the system
provides e sufficient explanation for performance of acts of sequence repetition on

coding tasks.

We have not represented the aspects of the task involving initial acquisition of the
task from given instructions and improvement of performance with practise. The ability
to hold several codes while using one is also not represented, although there are

straightforward ways to do so in the Slate framework.

We can compare Smith's performance with that of the Slate system using the shured
workspace concept. Figure 4.7 shows Smith’s curve along with the full workspace curve
for 12 chunks. The fit is axtremely good. We can appreciate how good it is by
comparing tie data with the predictions of other related hypotheses. In Figure 4.8 the
straight line represents the simple linear model introduced above, assuming thet there
may be 12 fully encoded chunks In STM. The other curves are the shared workspace
curves for 10 and 14 chunks. Each of these three alternatives departs seriously from

the date. While the shapes of the latter two are appropriate for these other Slate

sizes, the fit to the data is tight only at 12 chun.  The curve of Figure 4.7 fully




4- 22

25 1

20 -

Retained
Digits /
15 -

10 ¥ L] L L] [

15 20 25 30 35 a0

Sequence Length

Figure 4.6 - Effect of Octal Coding with Anticipation

accounts for the description of Smith’s experiment. It is important to note that it was
necessary to use the snared workspace assumption and the assumption of no
anticipation to achieve the fit. These are the assumptions used to achieve the fit to

Bower's interference c'ata as well.

The data of Pollack and Johnson resemble the Slate system as it performs octal
coding with anticipation. Although our improvement in span of 557 corresponds to their

improvement of 567, for the reasons discussed above this seems to be mostly

coinciderice.




P T T e Ty m——

40

30 1
Maximum Retained

Sequence Length

201

=

/

g ;
-
4 ____ Smith’s Performance

~ Slate System Performance

x12

Figure 4.7 - Fit of Smith’s Data by a Shared Workspace Model
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Figure 4.8 - Failure of Alternative Models to Account for Smith’s Data




There may be a deeper basis for the qualitative correspondence which is present.
The performance of relatively untrained or unmotivated subjects probably arises in
large part from their normal linguistic skills, in particular from abilities to decode
sequences with internal redundancy. It is the presence of redundancy that gives a
significant saving of effort to the person who can accurately anticipate what is coming.
The anticipation features of the Slate system were developed to deal effectively with
letter strings representing unseparated words, where the same kind of redundancy
prevails. A salient feature of the coding task is that such redundency is absent. An
inexperienced coding subject may be disturbing his own capacity to encode by

anticipating rather that waiting for complete code groups to be presented.

This kind of analysis supports the interpretation of Pollack and Johnson's results as
representing conditions with major individual differences, unstable performance and in

particular unstable control of the moment of encoding.

The commonly used assumption that anything in STM can be brought out
appropriately is questionable, The Siste system could not do so because order

information was being lost by interference.

The 12 chunks available to Smith for his highly practised performance may be more !
typicsl than the 7 plus or minus 2 often sssumed. The difference may well be a generel
inability to use all of the memory resource because of weakness of the methods used to
perform the task. It will be necessary to pay close attention to subjects’ methods of

task performance in order to analyze their actions well enough to find out.
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SUMMARY

The simple view that STM is a repository for things that have been grouped does
not explain the observed relationship between capacity to repeat digit sequences and
the codes used by Smith. In contrast, the Slate system models this relationship well.

The assumption that STM is a workspace shared by coded and uncoded digits is

Y R———

instrumental in explaining the re!ationship.




CHUNKING AND AUDIO PERCEPTION

CHAPTER 5.1

In 1963 Miller ard Isard published the results of an experiment in speech perception,
relating the ability to hear (and repeat) word sequences presented with audio noise to
the structure of those word sequences. [MI63] They used three different metrads for
preparing sequences, each resulting in a different kind of underlying structure. Samples

of the three are:
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